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1 Introduction

BLAST (Berkeley Lazy Abstraction Software Verification Toolkit) is a software model-checker for C programs that is based on the property-driven construction and model-checking of software abstractions. At a high level, the BLAST algorithm follows the following loop for counterexample driven abstraction refinement [2, 3, 14]:

Step 1 ("abstraction") A finite set of predicates is chosen, and an abstract model of the given program is built automatically as a finite or push-down automaton whose states represent truth assignments for the chosen predicates.

Step 2 ("verification") The abstract model is checked automatically for the desired property. If the abstract model is error-free, then so is the original program (return "program correct"); otherwise, an abstract counterexample is produced automatically which demonstrates how the model violates the property.

Step 3 ("counterexample-driven refinement") It is checked automatically if the abstract counterexample corresponds to a concrete counterexample in the original program. If so, then a program error has been found (return "program incorrect"); otherwise, the chosen set of predicates does not contain enough information for proving program correctness and new predicates must be added. The selection of such predicates is automated, or at least guided, by the failure to concretize the abstract counterexample [3].

Goto Step 1.

BLAST short-circuits the loop from abstraction to verification to refinement, integrating the three steps tightly through "lazy abstraction" [11]. This integration can offer significant advantages in performance by avoiding the repetition of work from one iteration of the loop to the next [10].

Intuitively, lazy abstraction proceeds as follows. In Step 3, call the abstract state in which the abstract counterexample fails to have a concrete counterpart,
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the **pivot state**. The pivot state suggests which predicates should be used to refine
the abstract model. However, instead of building an entire new abstract model,
we refine the current abstract model “from the pivot state on.” Since the abstract
model may contain loops, such refinement on demand may, of course, refine parts
of the abstract model that have already been constructed, but it will do so only
if necessary; that is, if the desired property can be verified without revisiting
some parts of the abstract model, then our algorithm succeeds in doing so. The
algorithm integrates all three steps by constructing and verifying and refining
on-the-fly an abstract model of the program, until either the desired property is
established or a concrete counterexample is found. Upon termination with the
outcome “program correct,” the proof is not an abstract model on a global set
of predicates, but an abstract model whose predicates change from state to state.

We now describe the algorithm in more detail. Internally, programs are represen-
ted as **control flow automata (CFA)**, which are the control flow graphs, but
with the operators on the edges. The lazy abstraction algorithm is composed
of two phases. In the forward-search phase, we build a reachability tree, which
represents a portion of the reachable, abstract state space of the program. Each
node of the tree is labeled by a vertex of the CFA and a boolean formula, called
the reachable region, constructed as a combination of a finite set of abstraction
predicates. Edges of the tree correspond to edges of the CFA, and are labeled
by the corresponding basic block or assume predicate. Each path in the tree
corresponds to a path in the CFA. The reachable region of a node describes the
reachable states of the program in terms of the abstraction predicates, assum-
ing execution follows the sequence of instructions labeling the edges from the
root of the tree to the node. If we find that an error node is reachable in the
tree, then we go to the second phase, which checks if the error is real or results
from our abstraction being too coarse (i.e., if we lost too much information by
restricting ourselves to a particular set of abstraction predicates). In the latter
case, we ask a theorem prover to suggest additional abstraction predicates which
rule out that particular spurious counterexample. By iterating the two phases
of forward search and backwards counterexample analysis, different portions of
the reachability tree will use different sets of abstraction predicates. Moreover,
from the reachability tree constructed by BLAST, invariants that are sufficient
to prove the safety property can be mined, and a short, formal, easily checkable
proof (a la proof-carrying code [13]) can be constructed [10].

BLAST has successfully verified and found violations of safety properties of
large device driver programs. A beta version of BLAST has been released and is
available from http://www.eecs.berkeley.edu/~tah/blast.

## 2 The **BLAST** Implementation

The input to BLAST is a C program and a safety monitor written in C; these
are compiled into a CFA with a special error state. The lazy-abstraction algo-
rithm runs on the CFA and returns either a genuine error trace or a proof of
correctness (or fails to terminate). The proof is encoded in ELF notation as in
proof-carrying code [13], and can be checked by an existing PCC implementation. Our handling of C features follows that of [1]. We handle all syntactic constructs of C, including pointers, structures, and procedures (leaving the constructs not in the predicate language uninterpreted). However, we model integer arithmetic as infinite-precision arithmetic (no wraparound), and we assume a logical model of the memory. Currently we handle procedure calls using an explicit stack and do not handle recursive functions.

Our tool is written in Objective Caml, and consists of two main parts: (1) an implementation of the lazy abstraction algorithm, which works on a generic symbolic abstraction structure and a generic refinement function, and (2) the symbolic abstraction structure and refinement operator for C. The latter is made up of two parts: (a) the C front end, for which we use the CIL compiler infrastructure [12], which converts a program to its CFA, and (b) a module that contains the data structures for C regions as well as the concrete predecessor, abstract successor, and counterexample refinement functions. The boolean formulas over predicates that represent data regions are stored as BDDs [15] to get a canonical sum-of-product form for formulas. The BDD representation also allows easy boolean manipulation and inclusion checking. Finally, we use the theorem prover Simplify [6] for abstract-successor computations and inclusion checks, and the (slower) proof-generating theorem prover Vampyre [16] for abstraction refinement, where proofs are required. The proofs are generated in LF format and uses a standard PCC implementation for encoding into binary.

In order to be practical, the tool uses several optimizations. The cost is dominated by the cost of theorem proving, so we extensively optimize calls to the theorem prover. Instead of the most precise abstraction for the successor operation [5], we compute a fast Cartesian abstraction (that is usually strong enough to prove the properties). In the computation of post, we check if a predicate $p$ is affected by a statement $s$, and invoke theorem prover calls only on the subset of predicates for which $up(p, s) \neq p$. We remove predicates relating values not in the current scope, to do this without losing information, we use the theorem prover data structures to add additional useful predicates. We apply a set of program analysis optimizations up front: these include interprocedural constant propagation, dead code elimination, and redundant variable elimination. We also implement a simple program slicing based on a cone of influence on variables appearing in conditionals.

BLAST is essentially a whole program analysis, it works best when all the code is available. Frequently, analysis requires only models of certain functions, and not their actual implementation. For example, in checking for locking behavior in the Linux kernel, one simply requires a model of the spin_unlock function that sets a particular state variable of the specification, and not the actual assembly code that implements locking in the kernel. We model such kernel calls using stub functions. Otherwise, for a function whose return value is dropped, if the body of a called function is not available, BLAST makes the optimistic assumption that the function is of no relevance to the particular property being checked, and so
no predicate values are updated (but a warning message with the names of the unknown functions is printed).
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